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An Operating System (OS) is a set of computer programs that manage the hardware and software resources of a computer. Popular Operating Systems include Microsoft Windows, Mac OS X and Linux. An operating system performs basic system tasks such as controlling input and output devices, facilitating networking, managing file systems, managing applications, allocating memory and prioritizing system requests. Zorin OS 15.2, released on March 8, adds an impressive selection of upgrades and improvements to an already well-oiled Linux operating system. Since its debut in July 2009 Zorin OS cofounder Artyom Zorin has hawked his distribution as an ideal Microsoft Windows replacement. That description is a strong selling point for this easier-to-use computing platform.